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ABSTRACT

This paper reports the progress being made towards complete turbo-pump simulation capa-
bility for liquid rocket engines. Space Shuttle Main Engine (SSME) turbo-pump impeller is
used as a test case for the performance evaluation of the MPI and hybrid MPL/Open-MP ver-
sions of the INS3D code. Then, a computational model of a turbo-pump has been developed
for the shuttle upgrade program. Relative motion of the grid system for rotor-stator interac-
tion was obtained by employing overset grid techniques. Time-accuracy of the scheme has
been evaluated by using simple test cases. Unsteady computations for SSME turbo-pump,
which contains 136 zones with 35 Million grid points, are currently underway on Origin 2000
systems at NASA Ames Research Center. Results from time-accurate simulations with mov-
ing boundary capability, and the performance of the parallel versions of the code will be
presented in the final paper.

INTRODUCTION

The motivation of this effort is based on two primary elements. First, the entire turbopump
simulation intends to provide a computational framework for design and analysis for the
liquid rocket engine fuel supply system. This effort is part of the High Performance Com-
puting and Communications (HPCC) advanced technology application projects. Second
objective of this research is to support the design of liquid rocket systems for the
Advanced Space Transportation System. Since the space launch systems in the near
future are likely to rely on liquid rocket engines, increasing the efficiency and reliability of
the engine components is an important task. One of the major problems in the liquid
rocket engine is to understand fluid dynamics of fuel and oxidizer flows from the fuel tank
to plume. Understanding the flow through the entire turbopump geometry through numer-
ical simulation will be of significant value toward design. This will help to improve the
safety of future space missions.

The objective of this paper to present the capability and the accuracy of three-dimen-
sional (3D) computational fluid dynamics (CFD) methods as efficient design analysis
tools on high performance computer platforms. A substantial computational time reduc-
tion for these 3D unsteady flow simulations will be able to reduce design cycle time of the
rocket engine turbo-pumps. One of the HPCC/CAS milestones is to reach 5 times speed
up in year 2001 compare 1o the state-of-the-art technology available in 1999. Part of this
speed up will be due to enhancements in computer hardware platforms. Remaining por-



tion of the speed-up will be contributed by advances in algorithms and by efficient parallel
implementations. The following section outlines the initial effort and steps taken in order

to meet this milestone.

Figure 1. Schematic view of RSTS boost pump and its components.
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Figure 2. Geometry and surface pressure for the boost pump inducer

APPROACH AND RESULTS

The current geometry for the LOX boost turbopump has various rotating and stationary
components, such as inducer, stators, kicker, hydrolic turbine, where the flow is exteremly
unsteady. The components of the entire turbopump are plotted in Figure 1. Figure 2
shows the geometry and computed surface pressure of the inducer. The inducer and the



hydraulic turbine rotate in different rotational speed. This causes severe unsteady interac-
tions between rotating and stationary parts. To handle the geometric complexity and mov-
ing boundary problems, overset grid scheme is incorporated with the solver that new
connectivity data is obtained at each time step. The Chimera overlapped grid scheme
allows sub-domains move relative to each other, and provides a great flexibility when the
boundary movement creates large displacements. In order to validate the current
unsteady solution procedure, SSME shuttle upgrade pump configuration has been
selected for validation purpose. Figure 3 shows the geometry of the test rig for this pump
being tested at NASA-MSFC facilities. In this particular configuration, SSME impeller is

unshrouded.

Figure 3.Geometry of SSME shuttle upgrade pump impeller

The development of the MPI, hybrid MPI/Open MP versions of the INS3D code is com-
pleted, and MLP version of the code is currently underway. The serial version of INS3D
code is a multidimensional incompressible Navier-Stokes solver based on overset grid

technology. The algorithm is based on the pseudocompressibility method as developed

by Chorin'. The pseudocompressibility algorithm introduces a time-derivative of the pres-
sure term into the continuity equation; the elliptic-parabolic type partial differential equa-
tions are transformed into the hyperbolic-parabolic type. The original version of the INS3D

code? with pseudocompressibility approach utilized the Beam-Warming approximate fac-

torization algorithm® and central differencing of the convective terms. Since the convec-
tive terms of the resulting equations are hyperbolic, upwind differencing can be applied to

these terms. The current versions of the INS3D code* use flux-difference splitting based

on the method of Roe®. The upwind differencing leads to a more diagonal dominant sys-
tem than does central differencing and does not require a user specified artificial dissipa-
tion. The viscous flux derivatives are computed by using central differencing. In the
steady-state formulation, the time derivatives are differenced using the Euler backward
formula. The equations are solved iteratively in pseudo-time until the solution converges
to a steady state. In the time-accurate formulation, the time derivatives in the momentum



equations are differenced using a second-order, three-point, backward-difference for-
mula. After the discretization in time, the pseudocompressibilty term and pseudo-time
level are introduced to equations. The equations are iterated to convergence in pseudo-
time for each physical time step until the divergence of the velocity field has been reduced
below a specified tolerance value. The matrix equation is solved iteratively by using a

nonfactored Gauss-Seidel type line-relaxation scheme®, or GMRES scheme’ which
maintains stability and allows a large pseudo-time step to be taken. Details of the numer-
ical method can be found in Reference 4. ‘
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Figure 4. Computed surface pressure for SSME-HPFT impeller.

INS3D-MPI8is based on the explicit massage-passing interface across processors and is
primarily suited for distributed memory systems. The primary strategy is to distribute the
zones across a set of processors. During the iteration, all the processors would exchange
boundary condition data between processors whose zones shared interfaces with zones
on other processors. A simple master-worker architecture was selected because itis rela-
tively simple to implement and it is a common architecture for parallel CFD applications.
All I/O was performed by master MPI process and data was distributed to the workers.
After the initialization phase is complete, the program begins its main iteration loop. Com-
puted surface pressure of the shrouded SSME impeller is shown in Figure 4. The solution
is obtained by using INS3D-MP!| with line-relaxation scheme. Computational grid for this
case has 24 zones and 2.8 Million grid points. The MPI version of the code has coarse
grain parallelism, and the number of processors is limited by the number of zones. Figure
5 shows Mflops for this computation on SGI Origin 2000 platform. The average speedup,



as compared to the machine’s ideal speedup, is about 65% for 24 processors. In MPI-
OpenMP hybrid version of the code, OpenMP directives are used for fine grain parallel-
ism. Figure 6 shows time per iteration versus number of processors from hybrid parallel
code. The cases for 4, 12, and 24 MPI groups were plotted. For each MP! group, various
number of threads, such as 1, 2, 4, 8, and 16, were used. Multiplication of the number of
threads and the number of MPI group is equal to number of processors. When number of
threads is higher than 4, the performance of the code slows down because the grid size
for each zone is relatively small for higher number of threads.
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Figure 5 INS3D-MP! performance in the SGI 02K, SSME-HPFT impeller.
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Figure 6 INS3D-MPI /Open-MP performance in the SGI O2K, SSME-HPFT Impeller.

The third parallel version of the code has been coded and in debugging stage. The
shared memory Multi-Level Parallelism (MLP) technique developed at NASA Ames
Research Center has been incorporated into INS3D code. INS3D-MPL code has inter
zone parallelism with MLP, and intra zone parallelism is obtained by using OpenMP direc-
tives. Computational model for unsteady turbo-pump computations has been completed
by using an overset grid technology. Figure 7 shows the overset grid surfaces.



This particular impeller configuration has 60 zones with 19.5 Million grid points. Including
inlet guide vane and diffuser blades, the computational model contains 136 zones with 35
Million grid points. Impeller blades rotate relative to inlet guide vanes and diffuser blades.
This configuration will be computed with INS3D-MLP code on 512 processors

SGI Origin 2000 platform at NASA Ames Research Center. Since it is an unsteady simu-
lation, some of the additional challenges are data storage, feature extraction, and overset
connectivity synchronization. Data compression algorithm developed at NASA-Ames is

incorporated in the procedure. Overset connectivity code (OVERFLOW-D”) will be run
simultaneously with the flow solver.

Figure 7. Computation grid of SSME impeller with 60 zones and 19.5 Million grid points.
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Figure 8. Flowchart from CAD to flow feature extraction for the current procedure.

Figure 8 shows a typical flowchart for the computational procedure from the CAD model
to post-processing. In order to achieve unsteady simulation capability for the entire tur-
bopump configuration, several key areas where the advancements are currently under-
way are outlined.



Results from benchmark problems are presented for INS3D-MPI and MPI/OpenMP cal-
culations. INS3D-MLP calculations with 35 Million grid points will be presented in the final

paper.
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